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|Ii = ĉi|�Nel
0 i|0i, |F i = ĉi0 |�Nel
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Introduction Theoretical and numerical details

XATOM: an integrated toolkit for X-ray 
and atomic physics 

X-ray free-electron lasers (XFEL) open a new era in science and 
technology, offering many unique opportunities that have not been 
conceivable with conventional light sources. Because XFELs 
produce ultrashort pulses with a very high X-ray photon fluence, 
materials interacting with XFEL pulses undergo significant radiation 
damage and possibly become highly ionized. To understand the 
underlying physics, it is crucial to describe detailed ionization and 
relaxation dynamics in individual atoms during XFEL pulses. Here 
we present an integrated toolkit to investigate X-ray-induced atomic 
processes and to simulate electronic damage dynamics. This 
XATOM toolkit can handle all possible electronic configurations of 
all atom/ion species, and calculate physical observables during/
after intense X-ray pulses. By use of XATOM, we can explore many 
exciting XFEL-related phenomena from multiphoton multiple 
ionization to molecular imaging and warm dense matter formation.  

Hamiltonian and perturbation theory 
To treat X-ray–atom interactions, we employ a consistent ab initio framework based on 
nonrelativistic quantum electrodynamics and perturbation theory.  For implementation, 
we use the Hartree-Fock-Slater model with the Latter tail correction.
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followed by simultaneous multiphoton absorption, as energetically
required to reach the next higher charge state17, is one proposed mech-
anism, although the excitationof spectral features such as a giant atomic
resonance may modify this simple picture18. Studies of high-intensity
photoabsorptionmechanisms in this wavelength regime have also been
conducted onmore complex targets3,19. For argon clusters, it was found
that ionization is best described by sequential single-photon absorp-
tion19 and thatplasmaeffects suchas inverse bremsstrahlung, important
at longer wavelengths (.100nm; refs 20, 21), no longer contribute. For
solid aluminium targets, researchers recently observed the phenom-
enon of saturated absorption (that is, a fluence-dependent absorption
cross-section) using 15-fs, 13.5-nm pulses and intensities up to
1016Wcm22 (ref. 3).

In the short-wavelength regime accessible with the LCLS, single
photons ionize deep inner-shell electrons and the atomic response to
ultra-intense, short-wavelength radiation (,1018W cm22, ,1 nm)
can be examined experimentally. In contrast to the studies at longer
wavelengths, all ionization steps are energetically allowed via single-
photon absorption, a fact that makes theoretical modelling con-
siderably simpler. We exploit the remarkable flexibility of the LCLS
(photon energy, pulse duration, pulse energy) combined with high
resolution electron and ion time-of-flight spectrometers, to monitor
and quantify photoabsorption pathways in the prototypical neon
atom.

X-ray ionization of neon using LCLS

We chose to study neon because notable changes in the electronic
response occur over the initial operating photon energy range of
LCLS, 800–2,000 eV (l5 1.5–0.6 nm), as shown schematically in
Fig. 1. There and in the following, V, P and A refer to the ejection
of valence, inner-shell and Auger electrons, respectively. In all cases,
sequential single-photon ionization dominates, although the differ-
ing electron ejection mechanisms lead to vastly different electronic
configurations within each ionization stage. The binding energy of a
1s electron in neutral neon is 870 eV. For photon energies below this,
the valence shell is stripped, as shown at the top of Fig. 1 in a VV…
sequence. Above 870 eV, inner-shell electrons are preferentially
ejected, creating 1s vacancies that are refilled by rapid Auger decay,
a PA sequence. For energies above 993 eV, it is possible to create
‘hollow’ neon, that is, a completely empty 1s shell, in a PP sequence
if the photoionization rate exceeds that of Auger decay. For energies
above 1.36 keV, it is possible to fully strip neon, as shown at the
bottom of Fig. 1.

Figure 2a shows experimental ion charge-state yields at three dif-
ferent photon energies, 800 eV, 1,050 eV and 2,000 eV. These photon
energies represent the different ionization mechanisms—valence
ionization, inner-shell ionization and ionization in the regime far
above all edges of all charge stages of neon. Despite the relatively
large focal spot for these studies, ,1 mm, the dosage at 2,000 eV for
neon (dosage5 cross-section3 fluence) is comparable to that pro-
posed for the biomolecule imaging experiment where a 0.1-mm focal
spot was assumed2. At the maximum fluence of,105 X-ray photons
per Å2, we observe all processes that are energetically allowed via
single-photon absorption. Thus, at 2,000 eV, we observe Ne101 and
at 800 eV we find charge states as high as Ne81 (a fractional yield of
0.3%), indicating a fully-stripped valence shell. We note that valence
stripping up to Ne71 was previously observed in neon for 90.5-eV,
1.83 1015W cm22 irradiation18,22. At this intermediate photon
energy, 90.5 eV, the highest charge state can not be reached by a
sequential single-photon absorption process.

Figure 2b compares the experimental ion charge-state yields with
theoretical calculations based on a rate equation model that includes
only sequential single-photon absorption and Auger decay pro-
cesses12. For simulations, two parameters are required, the X-ray
fluence and pulse duration. The fluence (pulse energy/area) on target
may be calculated from measured parameters for pulse energy and
focal spot size. The X-ray pulse energies quoted throughout this

paper were measured in a gas detector23 located upstream of the
target; the actual pulse energy on target is reduced by five reflections
on B4C mirrors (for details, see Methods). The focal spot size was
estimated from measurements done during the commissioning
period (J. Krzywinski, personal communication) using the method
of X-ray-induced damage craters imprinted in solid targets24.

The fluence calculated from these pulse-energy and spot-size mea-
surements is corroborated by in situ ion-charge-state measurements,
both at 800 eV, where ionization is dependent only on fluence and
not on intensity, and at 2,000 eV, where the observed ratio of Ne101/
Ne91 resulting from photoionization of hydrogen-like neon (a pro-
cess with a well-known cross-section) serves as a reliable calibration
tool. The fluence that matches the Ne101/Ne91 ratio agrees to within
30% with that derived from the measured pulse energy (2.4mJ) and
estimated focal spot size (,13 2mm2 full-width at half-maximum,
FWHM) at 2,000 eV. This fluence predicts not only the ratio Ne101/
Ne91, but also the absolute values of the fractional charge-state yield,
as shown in the bottom panel of Fig. 2b. At 2,000 eV, the calculations
predict the overall trend of the charge-state yields well, but there are
obvious differences—particularly at the lower charge states. The
odd–even charge-state alternation is much more pronounced in
the calculation than in the experiment. This is due to the fact that
the calculation ignores shake-off25 and double-Auger processes26, and
predicts that 1s one-photon ionization produces charge states up to
Ne21 only. Experimentally, one observes a yield of,75% Ne21 and
25% Ne31 from simple 1s ionization27. At 1,050 eV, the general
trends are reproduced although differences due to the simplicity of
the model are evident.

At 800 eV, the simulations, which include only valence-shell strip-
ping, are in excellent agreement with the observed charge-state dis-
tribution. The fluence, determined in situ by the 800-eV data and
simulation, is within 10% of that predicted by a ,2.13 increase in
focal area when going from 2,000 eV to 800 eV (ref. 28). Here, the
simulation is more straightforward as no inner-shell processes are
operative. We note that nonlinear two-photon processes29, which
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Figure 1 | Diagram of the multiphoton absorption mechanisms in neon
induced by ultra-intense X-ray pulses. X-rays with energies below 870 eV
ionize 2s,p-shell valence electrons (V, red arrow). Higher energy X-rays give
rise to photoemission from the 1s shell (P, purple arrow), and in the
consequent Auger decay the 1s-shell vacancy is filled by a 2s,p-shell electron
and another 2s,p electron is emitted (A, black arrow). These V, P and A
processes are shown inmore detail in the inset; they all increase the charge of
the residual ion by one. Main panel, three representative schemes of
multiphoton absorption stripping the neon atom. The horizontal direction
indicates the time for which atoms are exposed to the high-intensity X-ray
radiation field, and vertical steps indicate an increase in ionic charge due to
an ionization step, V, P or A. Horizontal steps are approximately to scale
with a flux density of 150X-ray photons per Å2 per fs, and indicate the mean
time between photoionization events or Auger decay.
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Diagrams of multiphoton absorption mechanisms in Ne 
induced by ultraintense X-ray pulses
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Rate equation model 
To simulate electronic dynamics during intense X-ray pulses, we employ the rate equation 
approach with all computed cross sections and rates for all possible n-hole configurations, 
and calculate charge state distribution, electron/fluorescence spectra, scattering signals, etc.
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FIG. 2. (Color online) Effective two-photon ionization cross
section for Ne8+. The TDCIS results are given by Eq. (7) for several
different pulse bandwidths (FWHM). The LOPT result is obtained
using Eq. (9). The point at 1110 eV corresponds to the experimental
value of 7 × 10−54 cm4 s reported in Ref. [6].

field E0 = 0.03 a.u. was used. Also shown is the cross section
σ

(2)
LOPT(ω) given by Eq. (9). For the latter, we use the HFS

model [29], implemented within the XATOM code [30,31]. The
HFS model positions the intermediate resonances at lower
energies than those obtained in TDCIS, therefore we shifted
the curve σ

(2)
LOPT(ω) such that the 1s2-1s4p resonance is at

the right position of 1127.1 eV. Doumy et al. [6] noticed that
in a similar perturbative calculation [11] the authors did not
account for the 1s2-1s4p resonance. We have included this
resonance in both TDCIS and LOPT calculations. However, as
we see from Fig. 2, neither the inclusion of this resonance nor
the finite bandwidth of the radiation pulse taken into account
in TDCIS can explain the discrepancy of several orders of
magnitude between the theoretical and experimental values.

Now, we use Eq. (8) to convolve the monochromatic
two-photon ionization cross section obtained with Eq. (9),
with the spectral distribution function given by Eq. (10),
and show the results in Fig. 3(a). One can see that within
the bandwidth, off from the resonances, the cross section
is substantially enhanced, because the main contribution to
the convolution in Eq. (8) comes from the resonance peaks.
Indeed, for a bandwidth of 11 eV the cross section at 1110 eV
is 1.6 × 10−55 cm4 s, thus is enhanced by at least one and
one-half orders of magnitude with respect to the perturbative
result (4 × 10−57 cm4 s). In Fig. 3(b), we show the relation
between the pulse bandwidth #ωp and mean photon energy
ωin, which is needed for the calculated two-photon ionization
cross section to reach the experimentally found value of
7×10−54 cm4 s. For a bandwidth of 17 eV, the calculated cross
section increases up to this value at the photon energy of
1110 eV used in the experiment. Thus, our findings suggest that
the main reasons for the enhanced two-photon ionization cross
section of Ne8+ at 1110 eV originate from the proximity of
the 1s2-1s4p resonance, the chaoticity of the LCLS radiation,
and the finite bandwidth of its pulses.

In connection with the study of two-photon ionization
of core electrons, it is worth mentioning another recent
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FIG. 3. (Color online) (a) Two-photon ionization cross section
for Ne8+, given by Eq. (8). The perturbative result σ

(2)
LOPT of Eq. (9)

(dotted line) is taken as a reference signal for averaging over different
bandwidths (FWHM) of the pulses. The point at 1110 eV corresponds
to the experimental value of 7 × 10−54 cm4 s reported in Ref. [6].
(b) Relation between the bandwidth #ωp and the mean photon energy
ωin for which the two-photon ionization cross section σ

(2)
incoh is fixed

at 7 × 10−54 cm4 s.

experiment of Young et al. [5], where direct multiphoton
ionization of neon was completely shadowed by a sequence
of one-photon ionization events. One of the measurements
has been done at the photon energy of 800 eV, just below
the K edge, 870 eV, of neutral neon. In this case, one x-ray
photon carries enough energy to ionize valence electrons,
and therefore the valence-shell electrons are stripped in a
sequence of one-photon absorption processes. Creation of a
1s-shell vacancy is possible only through the absorption of
two photons. No evidence for this process was detected.
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becomes more prominent (such as in the 2.5 mJ data shown in
Fig. 1).

C. Fluence dependence of the multiphoton ionization process

Finally, the fluence dependence of the ionization processes
was investigated for both pulse lengths. The fluence is
calculated as the measured pulse energy multiplied by the
transmission and divided by the focal area; due to an assumed
Gaussian fluence distribution the result is multiplied by another
factor of 4 ln(2)/π . Because intensity is defined as the fluence
divided by the pulse length, the intensity is considerably higher
for the shorter pulses. In Fig. 5 the ion yield per shot in
logarithmic units is plotted against the peak fluence, likewise in
logarithmic units. Because the unsaturated ion yield depends
on the fluence to the power of n, with n as the number of
absorbed photons, the slope in a double-logarithmic graph
gives the average number of photons that were absorbed in
order to reach a certain charge state. Resonant transitions can
influence the yield curves in two ways: first, they increase the
cross section so that a given yield is already found at lower
fluences than expected without resonances; second, they can
saturate a transition so that it loses its fluence dependence.
Then the slope decreases by the number of saturated transitions
involved in the multiphoton ionization. For instance, this effect
was observed at the soft-x-ray free-electron laser the SPring-8
Compact SASE Source for resonances in helium [32].

In Fig. 5, the long-pulse data are illustrated by dots, the
short-pulse data by stars, calculated yields are drawn as solid
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FIG. 5. (Color online) Krypton ion yield for selected charge states
Krq+ as a function of x-ray fluence (Kr5+ on top; higher charge states
consecutively follow beneath). Measurements at a photon energy of
2.0 keV are compared for nominal FEL pulse lengths of 80 fs (dots)
and 5 fs (stars). The fluence at 2.0 keV is calculated from the x-ray
pulse energy measured by the LCLS gas detectors (top axis) assuming
a 3 × 3 µm2 focus and 35% beamline transmission. To correct for
gas detector nonlinearities at FEL pulse energies below 0.8 mJ, the
gas detector readings were recalibrated using a linear ion signal (that
is, H+ ions created from residual gas). Calculated ion yields (without
inclusion of REXMI) are shown as solid lines. To guide the eye,
dashed lines with integer slopes are drawn through the experimental
data points before they reach saturation. Error bars in the experimental
data reflect statistical error only.

lines, and dashed black lines with integer slopes are added
to guide the eye. For short pulses, the LCLS pulse energy
fluctuation is between 0.1 and 0.5 mJ. Long pulses had a
pulse energy between 2 and 3 mJ at full beam and were
attenuated to distributions centered around 1.2, 0.5, 0.3, 0.15,
and 0.07 mJ. Because the LCLS pulse energy monitors seemed
to be disturbed by attenuation pressures required to reach pulse
energies below 0.8 mJ, the pulse energy was recalibrated with
the proton yield stemming from residual gas which is assumed
to have a linear pulse energy dependence.

Seven exemplary krypton charge states are depicted in
Fig. 5: the ion yield of Kr5+ is biggest so it is depicted as the
topmost line, and higher charge states consecutively follow
beneath. For Kr5+, the slope is 1 before the ion yield saturates,
corresponding to single-photon ionization accompanied by
a long Auger cascade. Other charge states up to Kr7+ (not
depicted) also have a slope of 1 and saturate at similar fluence.
Charge states such as Kr8+, Kr11+, or Kr13+ have a noninteger
slope which lies between the slopes of the next lower and next
higher charge states that are depicted here. The long-pulse
data saturate at higher ion yield than the theory line, indicating
that the experimental focus has more low-fluence areas than
are simulated. The early saturation of the Kr5+ signal for
short pulses is most likely an artifact of the MCP detector
saturation appearing at high ion yield combined with high
(2 kV) extraction voltage used.

Two photons need to be absorbed to reach Kr9+ or Kr10+;
Kr12+ requires the absorption of three photons according to
the slopes in Fig. 5. The yield for Kr12+ at high fluence is
lower than predicted, as the ionization to even higher charge
states is enhanced by resonances. Also, the next higher charge
states show signatures of resonant processes. Compared to the
resonance-free calculations, the yield curve of Kr14+ is shifted
by about 3 µJ/µm2 to lower fluences due to the enhanced cross
section, the curve of Kr15+ is shifted by about 20 µJ/µm2.
The slopes for those charge states lie between 4 and 5. No
significant differences in the slopes were found for short and
long pulses.

V. CONCLUSIONS

In summary, we investigated the sequential inner-shell
multiple ionization of krypton at photon energies above
(2 keV) and below (1.5 keV) the L edge. We determined
the number of sequentially absorbed photons to be one for
Kr5+, two for Kr9+, three for Kr12+, and four for Kr14+. Below
the L edge, the experimental charge state distribution was
adequately reproduced by theoretical calculations based on
a rate-equation model. The same theoretical approach fails,
however, at a photon energy above the L edge, where the
experimental spectrum shows higher charge states. We explain
this enhancement by a resonance-enhanced x-ray multiple
ionization mechanism, i.e., resonant excitations followed by
autoionization at charge states higher than Kr12+, where direct
L-shell photoionization at 2 keV is energetically closed.
Interestingly, in xenon, where we recently studied multiphoton
x-ray ionization at the same two photon energies, we observed
dramatic ionization enhancement due to REXMI at 1.5 keV,
and achieved good agreement with theory at 2 keV. We readily
understand this behavior since both photon energies are above
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Figure 1: Square of absolute values of the Recombination Amplitude of  Argon and Krypton  for Plane Wave 
(PW) and Scattering Eigenstate (SC) in Length Form (LF) and Acceleration Form (LF): blue dashed (PW-LF), 
red dashed (PW-AF), blue solid (SC-LF) and red solid (SC-AF). In order to compare the length and the 
acceleration form, the former has been multiplied by square of the pre-factor in Eq. (2). 
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Comparison of experimental and theoretical charge state 
distributions, revealing new ionization channels via excitation of 
transient resonances (REXMI)

occurring at this photon energy. Within the expectation from a
simple model of purely sequential single-photon absorption,
charge states up to Xe32þ can potentially be reached with 2.0 keV
photons via sequential removal of 3d electrons, as can be seen
from the binding energies in Fig. 2.

In striking contrast to such a simple consideration, we find
charge states as high as Xe36þ for the lower photon energy of
1.5 keV. To the best of our knowledge, this is the highest ionization
stage ever created in an atom with a single electromagnetic pulse
(that is, both by photon impact26,33 and by ion impact34). At
1.5 keV photon energy, sequential removal of electrons from the
respective ionic ground state ends at Xe26þ, where direct ionization
closes as the ground-state ionization energy rises above the photon
energy (Fig. 2). This is in qualitative agreement with our simulation
in Fig. 1b, which predicts a maximum charge state of Xe27þ (with a
strong decrease beyond Xe26þ) for the X-ray fluence achieved in the
experiment. In the simulations, the charge states above Xe26þ stem
from Auger decay of multiple-core-hole states, which are created
with significant abundance towards the end of the ionization
sequence when the Auger lifetime of 3d holes starts to be

comparable to or even exceed (at Xe25þ) the average inverse
photo-ionization rate of !9 fs (Supplementary Fig. S1). It should
be noted that, within our model, significantly higher charge states
cannot be produced, even when assuming considerably higher X-
ray fluences. Thus, simulations using a straightforward rate equation
approach, which have successfully described earlier experiments on
Ne and N2 in a broad wavelength range (including hollow atom cre-
ation)2,3 and yield good agreement with the xenon data at photon
energies of 850 eV (ref. 13) and 2.0 keV, fail dramatically for our
experimental results at 1.5 keV. At this photon energy, another effi-
cient ionization process must play a role, boosting multiple ioniz-
ation far beyond the limit intuitively expected for sequential one-
photon absorption.

We therefore propose and provide evidence that the highly
charged ionic states produced at 1.5 keV are reached via resonant
pathways, as described in the following and schematically illustrated
in Fig. 2. These resonances, which occur in highly charged xenon
ions produced during the course of a single femtosecond X-ray
pulse, are not included in our simulations, which only take into
account bound-free transitions. Inclusion of the additional
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Figure 1 | Comparison of experimental and simulated xenon charge state yields. a, Xenon ion TOF spectra at photon energies of 1.5 keV (black) and
2.0 keV (red) for (nominally) 80 fs pulses with 2.4–2.6 mJ pulse energy as measured by the LCLS gas detectors upstream of the target. Assuming a
3 × 3 mm2 X-ray focus and 35% beamline transmission at 2.0 keV, this corresponds to a peak fluence of !82–89 mJ mm22 at the target. At 1.5 keV, this
peak fluence is reduced by a factor of two (see Methods). b, Experimental xenon charge state distribution (bars) after deconvolution of overlapping charge
states and comparison to theory (circles with lines) calculated for an 80 fs X-ray pulse with a pulse energy of 2.5 mJ and integrated over the interaction
volume. The theoretical charge state distributions are scaled such that the total ion yield integrated over all charge states agrees with the total ion yield in
the experiment. Error bars for experimental data reflect the statistical error only. a.u., arbitrary units.
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FIG. 5. Charge-state distributions for XeF2 (squares with solid
curve) compared with Xe (circles with dashed curve) in coincidence
with Kα photons. (a) XeF2 breakup pattern for the subset of events
involving two fluorine ions in the final state with charge states F3+

and F2+. We plot the fraction of events (in %) vs the total charge
(i.e., the Xe charge state plus 5). (b) The distribution of total charge
averaged over all XeF2 breakup modes.

charge than the atomic Xe case. In Fig. 5(b), the distribution
of the total charge of all three ions, summed over all XeF2
breakup modes, is compared with the charge-state distribution
for atomic Xe. The mean value of the charge-state distribution
increases from +8.1 in atomic Xe to +8.6 in molecular XeF2;
the total charges of +11 and +12 have significantly higher
probabilities in comparison to the atomic case. Nonresonant
photoionization, in contrast to excitation of a K-shell electron
into the lowest unoccupied molecular orbital, would lead to
an even larger charge enhancement. Note that an increment
or decrement of decay rates will by itself not change the final
charge production. Also charge migration within the molecule
does not affect the total charge state. Therefore, the fact that
XeF2 reaches higher charge states than Xe does is evidence that
ICD-type channels exist in a deep inner-shell-decay cascade.
Besides ICD, direct impact ionization by Auger electrons from
Xe can lead to a charge enhancement by knockout of another
electron from the two F atoms. We estimate, based on electron
impact ionization cross sections, that the charge enhancement
due to direct impact ionization is at most +0.1 and therefore
cannot account for our experimental observation.

The Fq+ breakup kinetic energies can be determined from
the time-of-flight splittings between the faster and slower
components in Fig. 2(b) under the assumption of symmetric
Fq+ partner ions. These energies are compared in Table II
with the Coulomb repulsion energies the ions would have if
they were formed instantaneously at the ground-state Xe-F
internuclear separation of 1.97 Å. The Coulomb energies were

TABLE II. Kinetic energies (eV) of Fq+ ions from fragmentation
of XeF2 compared with Coulomb energies calculated at the ground-
state Xe-F internuclear distance 1.97 Å. Coulomb energies are
averaged over F and Xe partner ions weighted by charge-distribution
probabilities and ion detection efficiencies. Results for symmetric
breakup modes are listed in column 3 and for all breakup modes in
column 4.

Fq+ Experiment Symmetric modes All modes

F1+ 27 ± 1 36 43
F2+ 58 ± 1 78 77
F3+ 93 ± 2 137 116
F4+ 126 ± 7 218 157

calculated by averaging over all possible Xe and F partner ions
weighted by charge-distribution probabilities and detection
efficiencies. Results are also given for averaging over only
the symmetric breakup modes. In either case, the measured
energies are lower than the Coulomb energies, which suggests
that the ions begin moving away from their ground-state
positions before their charges are fully developed.

III. THEORY

The decay cascade for atomic Xe after K-shell ionization
was simulated with the XATOM code [25]. The calculation
involves Auger and Coster-Kronig rates, fluorescence rates,
and shake-off branching ratios after K-shell ionization, based
on the Hartree-Fock-Slater (HFS) method. We analyzed the
appearance of vacancies in the 5p shell as a function of time,
and the results are presented in Fig. 6. The Xe 5p shell will be
mostly involved in forming molecular orbitals in combination
with the outer valence orbitals of F in XeF2 [24]. Therefore,
the dynamics of the 5p electrons in Xe is used as a model to
estimate the time scale for which the cascade in XeF2 would
start to involve molecular orbitals and for which ionization
in the F atoms should be expected. Although the atomic
model is not capable of directly reproducing the total charge
enhancement seen in the experiment, it provides nonetheless
a valid means of estimating time scales for the hole dynamics
in the molecule. The number of inner-valence and core holes
in Xe reaches its final value after about 2 fs. Subsequently,
holes are produced in the outer valence shell, and therefore
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FIG. 6. (Color online) Time evolution of the total number of holes
and the population of 5p holes in the decay of a Xe K-shell vacancy.
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to the screening effect. The atomic potential for bound
electrons is weakened by screening from free electrons,
and bound electrons are pulled out due to the existence of
neighboring ions. The valence electrons are more affected by
those screening effects than the core electrons. We emphasize
here that although the plots of the screening-induced absolute
energy shifts, "E, show the largest energy shifts for core
electrons, the respective relative shifts calculated in respect
to the unscreened energy level are smallest for the deep-lying
orbitals.

B. Photoabsorption cross section

The effect of screening on the photoabsorption cross section
is shown in Fig. 8. Here we compare the total photoabsorption
cross section for carbon in the ground state, calculated with
different models. The reference is the result obtained from the
unscreened HFS model. Debye screening shifts the ionization
threshold. As expected, for λD = 10.0 a0, this shift is corre-
spondingly smaller than for λD = 5.0 a0. The Debye-screened
cross section is “extrapolated” towards the shifted threshold
(cf. Fig. 9 for Debye-screened photoabsorption from different
shells) without much affecting the cross-section magnitude.
In the case of ion-sphere screening, the thresholds are shifted
towards the “screened” value, but the magnitude of the cross
section also increases in the vicinity of the threshold. Again,
this effect is more pronounced in the case of the denser ion
environment. The important observation is that the screening
effects manifest themselves in the cross section only at lower
photon energies (VUV, soft x-ray). The hard-x-ray regime
seems to be unaffected by the screening. This is significant
for CDI simulations, as it may justify using the unscreened
cross sections in such simulations.

C. Auger and fluorescence processes

Auger and fluorescence effects are relaxation processes of
an inner-shell vacancy within an atom. Photoabsorption at
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FIG. 8. (Color online) Total photoabsorption cross section for
carbon in the ground state calculated with XATOM as a function of
the photon energy for (i) the unscreened HFS model (black solid
line), (ii) the Debye-screened HFS model (λD = 5.0 a0, black double-
dot-dashed line; λD = 10 a0, black dot-dashed line), and (iii) the
ion-sphere screened HFS model (density of 2.0 g/cm3, Zi = 1,2, red
dashed line and red dotted line).

high x-ray energy typically leads to the creation of such core
holes. The relaxation processes are then an important part of
the electronic damage. An accurate calculation of their rates is
necessary for preparing a reliable CDI simulation.

In Tables I and II, we show the Auger and fluorescence
rates calculated for the Debye-screened and the ion-sphere
screened HFS models. They are compared to the unscreened
HFS calculations [32]. All possible electronic configurations
of carbon for a given charge state are considered. For the
Auger rate calculation, the Debye screening effect is only
incorporated through the screened orbitals. Thus, the same
expression for the Auger rate as in Ref. [32] is employed.

For the Debye calculation in Table I, we have chosen
the Debye screening length of λD = 5.0 a0. The screening
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FIG. 9. (Color online) Subshell photoabsorption cross section
for carbon in the ground state for different shells calculated with
XATOM for the unscreened HFS model (solid lines) and for the
Debye-screened HFS model (λD = 5.0 a0, dashed lines) as a function
of the photon energy.
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according to the di↵erence between the inner-ionization energy (1538.1 eV) calculated with

the average-atom model at T=0 eV and the experimental binding energy (1559.6 eV) [34].

Note that the absolute accuracy of HFS binding energies is typically about 1%.

By taking the di↵erence of the ionization thresholds with and without the plasma environ-

ment, we can examine the lowering of the ionization potentials not only for K-shell electrons

but also for electrons in other subshells. For individual bound orbitals of Al ions, we calcu-

late the IPD as shown in Fig. 3(a). For isolated atoms, the ionization potential is given by

�"�j where "�j is the jth orbital energy from the unscreened HFS calculation. For atoms in

the plasma for T > 0 eV, the inner-ionization potential is calculated by "s � "j, where both

orbital energies are obtained from the two-step HFS calculation. Since the plasma screening

a↵ects each orbital di↵erently, it is expected that IPDs for individual orbitals are di↵erent.
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FIG. 2. (Color online) Dispersion corrections of atomic form factors
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toolkit has been extended to compute the dispersion correc-
tion, f ′ + i f ′′. In Fig. 2, one can see remarkable changes of
the dispersion correction for different configurations and dif-
ferent charge states of Fe. Both f ′ and f ′′ have a singular
position at the K-shell edge, which is shifted to a higher ω
by ∼1 keV as the charge state increases. The plotted curves
in Fig. 2 correspond to the configurations of the ground state
and the single-core-hole state (except for the neutral Fe) for
given charge states. Since the MAD phasing method is based
on the dispersion correction of heavy elements, it is inevitably
required to take into account the electronic damage dynamics
and accompanying changes of the dispersion correction under
intense x-ray pulses.
In the MAD phasing method, the Karle–Hendrickson equa-

tion [21, 22] represents a set of equations of scattering cross
sections at several different wavelengths (photon energies).
The molecular scattering form factor is separated into normal
and anomalous scattering terms and the phase information can
be derived from their interferences. In this Letter, we extend
the Karle–Hendrickson equation to intense x-ray pulses with
extensive electronic damage on anomalous scatterers.
Let P be any protein (or any macromolecule) whose struc-

ture we want to solve by coherent x-ray scattering. Let H
indicate heavy atoms and NH be the number of heavy atoms
per macromolecule to be considered. Note that P excludes H.
Our assumption is that only heavy atoms scatter anomalously
and undergo damage dynamics during an x-ray pulse. It is jus-
tified by the fact that the photon energy of interest is near the
inner-shell ionization threshold of heavy atoms and the pho-
toabsorption cross section σ of the heavy atom is much higher
than that of the light atom for a given range of ω . For exam-
ple, σFe/σC ≈ 300 at 8 keV. The scattering intensity (per unit
solid angle) is evaluated by time-integrating over one pulse,

dI(Q,ω)
dΩ

= FC(Ω)
∫ ∞

−∞
dt g(t)∑

I
PI(t)

×

∣

∣

∣

∣

∣

F0P (Q)+
NH
∑
j=1

fIj (Q,ω)e
iQ·R j

∣

∣

∣

∣

∣

2

, (2)

where j denotes a heavy atom index and I indicates a global
configuration index. The global configuration for NH heavy

atoms is given by I = (I1, I2, · · · , INH ). Each I j indicates one
of the configurations for all possible charge states of the j-
th heavy atom. PI(t) is the population of the I-th configura-
tion at time t. It is assumed that changes in the configura-
tions happen independently among heavy atoms, so the pop-
ulation of I is given by a product of individual populations,
PI(t)=ΠNH

j=1PIj (t). The incoherent summation over I properly
averages all combinations of different configurations among
individual heavy atoms. Since the summation over j is coher-
ently made in Eq. (2), one can find a coherent summation over
I j, which contributes to Bragg peaks as shown in the follow-
ing discussion. Here F is the x-ray fluence and g(t) is the
normalized pulse envelope. Then the x-ray flux is given by
Fg(t), which is assumed to be spatially uniform throughout
the sample. C(Ω) is a coefficient given by the polarization of
the x-ray pulse.
In Eq. (2), F0P (Q) is the molecular form factor for the pro-

tein (without any dispersion correction) and our purpose is to
solve its amplitude and phase, F0P (Q) = |F0P (Q)|exp[iφ0P(Q)].
On the other side, fIj (Q,ω) is the atomic form factor (with
the dispersion correction) of the j-th heavy atom in its I j-th
configuration. It is most interesting to consider only one pre-
dominant species of heavy atoms in the sample. Accordingly,
the heavy atoms are located at different positions of {R j} and
undergo damage processes individually, but I j can be consis-
tently denoted as IH . In addition, to simplify Eq. (2), one can
introduce a molecular form factor for heavy atoms of one type,

F0H(Q) = f 0H(Q)
NH
∑
j=1

eiQ·R j , (3)

where f 0H(Q) indicates the normal scattering atomic form fac-
tor for the ground-state configuration of the heavy atom.
NowEq. (2) can be readily expanded to derive a generalized

Karle–Hendrickson equation,
dI(Q,ω)
dΩ

= FC(Ω)
[

∣

∣F0P (Q)
∣

∣

2
+
∣

∣F0H(Q)
∣

∣

2 ã(Q,ω)

+
∣

∣F0P (Q)
∣

∣

∣

∣F0H(Q)
∣

∣b(Q,ω)cos
(

φ0P(Q)−φ0H(Q)
)

+
∣

∣F0P (Q)
∣

∣

∣

∣F0H(Q)
∣

∣c(Q,ω)sin
(

φ0P(Q)−φ0H(Q)
)

+NH
∣

∣ f 0H(Q)
∣

∣

2
{a(Q,ω)− ã(Q,ω)}

]

, (4)

where the coefficients depending on Q and ω are defined by

a(Q,ω) =
1

{

f 0H(Q)
}2∑

IH
P̄IH | fIH (Q,ω)|

2 , (5a)

b(Q,ω) =
2

f 0H(Q)
∑
IH
P̄IH

{

f 0IH (Q)+ f ′IH (ω)
}

, (5b)

c(Q,ω) =
2

f 0H(Q)
∑
IH
P̄IH f

′′
IH (ω), (5c)

ã(Q,ω) =
1

{

f 0H(Q)
}2

∫ ∞

−∞
dt g(t)

∣

∣ f̃H(Q,ω , t)
∣

∣

2
. (5d)

Here P̄IH =
∫ ∞
−∞ dt g(t)PIH (t) is the pulse-weighted averaged

population for the IH -th configuration. The relevant co-
efficients from Eq. (5a) to Eq. (5d) are atom-specific and

Dispersion corrections of Fe ions Effective scattering strength

Basic theory and generalized Karle–Hendrickson equation:  
SKS, H. Chapman & R. Santra, PRL 107, 218102 (2011). 

Configurational and temporal fluctuations and MAD coefficients: 
SKS, H. Chapman & R. Santra, JPB 46, 164015 (2013).

Phasing is crucial to determine the protein structure.  Our method 
has been applied to femtosecond nanocrystallography with XFEL.


